Chapter 1

The Learning Problem

If you show a picture to a three-year-old and ask if there is a tree in it, you will
likely get the correct answer. If you ask a thirty-year-old what the definition
of a tree is, you will likely get an inconclusive answer. We didn’t learn what
a tree is by studying the mathematical definition of trees. We learned it by
looking at trees. In other words, we learned from ‘data’.

Learning from data is used in situations where we don’t have an analytic
solution, but we do have data that we can use to construct an empirical solu-
tion. This premise covers a lot of territory, and indeed learning from data is
one of the most widely used techniques in science, engineering, and economics,
among other fields.

In this chapter, we present examples of learning from data and formalize
the learning problem. We also discuss the main concepts associated with
learning, and the different paradigms of learning that have been developed.



Chapter 2

Training versus Testing

Before the final exam, a professor may hand out some practice problems and
solutions to the class. Although these problems are not the exact ones that
will appear on the exam, studying them will help you do better. They are the
‘training set’ in your learning.

If the professor’s goal is to help you do better in the exam, why not give
out the exam problems themselves? Well, nice try (). Doing well in the
exam is not the goal in and of itself. The goal is for you to learn the course
material. The exam is merely a way to gauge how well you have learned the
material. If the exam problems are known ahead of time, your performance
on them will no longer accurately gauge how well you have learned.

The same distinction between training and testing happens in learning from
data. In this chapter, we will develop a mathematical theory that characterizes
this distinction. We will also discuss the conceptual and practical implications
of the contrast between training and testing.
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Chapter 3

The Linear Model

We often wonder how to draw a line between two categories; right versus
wrong, personal versus professional life, useful email versus spam, to name a
few. A line is intuitively our first choice for a decision boundary. In learning,
as in life, a line is also a good first choice.

In Chapter 1, we (and the machine (©)) learned a procedure to ‘draw a line’
between two categories based on data (the perceptron learning algorithm). We
started by taking the hypothesis set H that included all possible lines (actually
hyperplanes). The algorithm then searched for a good line in H by iteratively
correcting the errors made by the current candidate line, in an attempt to
improve Ey,. As we saw in Chapter 2, the linear model — set of lines — has a
small VC dimension and so is able to generalize well from FEj, to Foyus-

The aim of this chapter is to further develop the basic linear model into a
powerful tool for learning from data. We branch into three important prob-
lems: the classification problem that we have seen and two other important
problems called regression and probability estimation. The three problems
come with different but related algorithms, and cover a lot of territory in
learning from data. As a rule of thumb, when faced with learning problems,
it is generally a winning strategy to try a linear model first.
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Chapter 4

Overfitting

Paraskavedekatriaphobia! (fear of Friday the 13th), and superstitions in gen-
eral, are perhaps the most illustrious cases of the human ability to overfit.
Unfortunate events are memorable, and given a few such memorable events,
it is natural to ¢ry and find an explanation. In the future, will there be more
unfortunate events on Friday the 13th’s than on any other day?

Overfitting is the phenomenon where fitting the observed facts (data) well
no longer indicates that we will get a decent out-of-sample error, and may
actually lead to the opposite effect. You have probably seen cases of overfit-
ting when the learning model is more complex than is necessary to represent
the target function. The model uses its additional degrees of freedom to fit
idiosyncrasies in the data (for example, noise), yielding a final hypothesis that
is inferior. Overfitting can occur even when the hypothesis set contains only
functions which are far simpler than the target function, and so the plot thick-
ens ().

The ability to deal with overfitting is what separates professionals from
amateurs in the field of learning from data. We will cover three themes:
When does overfitting occur? What are the tools to combat overfitting? How
can one estimate the degree of overfitting and ‘certify’ that a model is good,
or better than another? Our emphasis will be on techniques that work well in
practice.

Lfrom the Greek paraskevi (Friday), dekatreis (thirteen), phobia (fear)
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Chapter 5

Three Learning Principles

The study of learning from data highlights some general principles that are
fascinating concepts in their own right. Having gone through the mathematical
analysis and empirical illustrations of the first few chapters, we have a good
foundation from which to articulate some of these principles and explain them
in concrete terms.

In this chapter, we will discuss three principles. The first one is related to
the choice of model and is called Occam’s razor. The other two are related
to data; sampling bias establishes an important principle about obtaining the
data, and data snooping establishes an important principle about handling
the data. A genuine understanding of these principles will protect you from
the most common pitfalls in learning from data, and allow you to interpret
generalization performance properly.
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